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1. Question 1: Algebraic Properties of OLS

2. Question 2: Properties Empirical CDF Estimator



Exercise 1

Consider the following linear model:

yi = ↵+ x
T
i � + ui

where yi 2 R, xi 2 Rd and ui 2 R. Note that the intercept is captured by ↵
and it is not included in xi . Suppose that we have an iid sample (yi , xi) for
i = 1, . . . , n.

We will assume E[ui ] = 0 and E[xiui ] = 0.
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Exercise 1 - Question 1

Write down the sample moment conditions for ↵̂ and �̂
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ELui] = 0 > [i = 0

EL Mis: ] = 0 [ii = o /

EXTRA-USEFUL FOR LATER

(1) DERIVE

[i = 0 =(yi - 8 - x) = 0

Iyi--

j -w - ([x])B = 0 : = y - JT/



Exercise 1 - Question 1

Write down the sample moment conditions for ↵̂ and �̂
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1

(2) DERIVE 13

xivi=oEcilyi-) = 0

Eiyi-I-

[xiyi-[xi/- ) -[xii T = 0

Exigi-Exi +-

Exiyi-(Exil + /Exit-[ = 0

Exiyi-y+ - [x
. xB = 0

=Exi-ct)")[x : y: - xy)/



Exercise 1 - Question 2

Let ûi be the regression residual, write down its expression in terms of yi , xi
and the estimated coefficient

3

vi = y : --+Y



Exercise 1 - Question 3

Now regress ûi on an intercept and xi . Find the estimated coefficients.
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WHAT WE KNOW ABOUT : [ii = 0

[x:i = 0

· Proposed Solution 1 :

Ei = Do + U+ Ei this is The Regression We Want to

ESTIMATE
,

NOW DEFINE :

Xia Let's estimate ii=:T + E ,

↑ [1 ·Mi

= /[ )(ii) :

Exini
= 0

Then
o

= o E . =0 y



Exercise 1 - Question 3

Now regress ûi on an intercept and xi . Find the estimated coefficients.

4

· Proposed SOLUTION 2 : we want to estimate

:= So +Y.
+ Ei .

FROM OUR DERIVATION BEFORE

= O = = 0 BY PROPERTY

=-"-
OLS .

=Exi -+ )(0 - 0) = 0

50 =
n - 5+ Y = 0 -0 = 0

Then W
. = 50 =0



Exercise 1 - Question 4

Let x̄ be the sample mean of the regressors, and define x̌i ⌘ xi � x̄ . Find the
estimated coefficient. Now regress yi on an intercept and x̌i . Find the
estimated coefficients ↵̌ and �̌. How are they related to the estimates ↵̂ and
�̂?
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Yi = 0 + x :T + ui

gi = 0 + x B +T

B - x+B + ui

yi = d -+B + (xiT- (B + mi

: = /d- ) +B + ui

yi= +B + ui = 5 But intercept is

CHANGING ,

V

TO BETTER SEE THIS
,

WE WILL Derive Both & And g
I N THE NEXT SLIDE

.



Exercise 1 - Question 4

Let x̄ be the sample mean of the regressors, and define x̌i ⌘ xi � x̄ . Find the
estimated coefficient. Now regress yi on an intercept and x̌i . Find the
estimated coefficients ↵̌ and �̌. How are they related to the estimates ↵̂ and
�̂?

5

11 Elmi] = 0=gi =Gold
yi== =

(2) ELiMi] =0 Eciyi =EcoE = 0

NOW NOTICE THAT [xic] = [x: (c: -c)" = Exe: - Exist

= [xiCLiT = mT

· Eigi=:+/[xix-+) = 0



Exercise 1 - Question 4

Let x̄ be the sample mean of the regressors, and define x̌i ⌘ xi � x̄ . Find the
estimated coefficient. Now regress yi on an intercept and x̌i . Find the
estimated coefficients ↵̌ and �̌. How are they related to the estimates ↵̂ and
�̂?
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Lastly substitute jo and = /tecis-cet")Eig: - ) =By



Exercise 1 - Question 5

Claim: ↵̌ = 1
n

Pn
i=1 yi . True or false?

6

TRUE

We have gi = /eTB) + -Mi

Fromi =o yi

[yi-
- + ([(x- T))y = 0

um

= 0

.. = y = 1 [y :



Exercise 2

Assume {xi}ni=1 iid sample from a univariate distribution, xi 2 R. Denote by
F (·) the cumulative distribution which is defined as:

F (x) = P(xi  x)
For simplicity we will assume that xi is continuously distributed on the unit
interval such that:
• F (x) = 0 for all x  0.
• F (x) = 1 for all x � 1.
• F (x) continuous and strictly increasing for all x 2 (0, 1).

Define the empirical CDF as:

F̂ (x) =
1

n

nX

i=1

{xi  x}
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· This isA POINT

ESTIMATOR WHEN

YOU PLUGC

· YOU GET ESTIMATE CDF

ITERATING OVER SUPPORT

OF X



Exercise 2 - Question 1

Assume 0 < x < 1, find the asymptotic distribution of F̂ (x)

8

STEP 1 : WHERE WILL THE ASYMPTOTIC DISTRIBUTION BE

CENTERED ! 15 . 3 ~BERNOULLI/I(X: = x))

↓[xi- ELXi]=:) + 0 /1-1ki)
-

by WLLe

Since EX: vid finite Mean

AND VARIANCE

· /)= [EX:P(Xi) =()



Exercise 2 - Question 1

Assume 0 < x < 1, find the asymptotic distribution of F̂ (x)
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STEP 2 : APPLY CLT

/Ex) - * ()) = /[15X: -z()
= Un[[/1(xi23 - &(x))3

/3 - E()daN(0
,
V)



Exercise 2 - Question 1

Assume 0 < x < 1, find the asymptotic distribution of F̂ (x)
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STEP 3 : FIND AsYMPTOTIC VARIANCE

V = Vom (Wm/k-Ekal)) = Vor([/1X: = 3 -E())

=Vort/1Xiib-Eb) EalibdSaid
: ALL CROSS COVARIANCES = 0

,
WE CAN

= [Vom (15X: 3 - E(x))
"

MOVE SUMMATION OUTSIDE

IDENTICALLY DISTRIBUTED

- * Vor(1EX:3-E)*
= Vor(1EX: 3- E()) =

M JUST A CONSTANT

= Vor /1EX: 3) a /k
, X RANDOM. VAR.

~ BERNOULLI
Vor(X + a) = Vor(X)

=/xi)(1-H(: x)) = E()(1 - * ())



Exercise 2 - Question 2

Assume 0 < x 6= x 0 < 1, find the asymptotic distribution of F̂ (x) and F̂ (x 0)
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STEP 1 : FIND PLIM
.

WE KNOW FROM BEFORE THAT

() ↓ (x)
& (x) PaE() Then we get (i)

↑
a

E(x)

STEP 2 : APPLY CLT/MULTIVARIATE) : Ex:3D
, and

astmptotic Variance Eli finite Since Elc)e[0
.
1]

Then Covariance Eri andkei finite and

() O E(x)/1-Ebl) Cov

Un
() ! % N

O
i

Cor Eki(1-Eki)

LET'S DERIVE THIS



Exercise 2 - Question 2

Assume 0 < x 6= x 0 < 1, find the asymptotic distribution of F̂ (x) and F̂ (x 0)
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Cov = Cou/m/k)-Ek() ; Um/k-Eki)) /
a, Elk

=Con //1X:3-Ek))i(X-k)) XR

Cov/aX + bY) =

= Cou//1X:-k:X-Ek
E abcav/X

,
Y)

Cor(a + Y
,

b + Y) = Ca(X
,
Y)

= Cov::]
· m Times Cov/1EXie3

, 1EXi3) Since identically Distributed

· mimetimes Cou/1EXie3
,
1EX3) with it ; But ALL

ZEROS SINCE X:X; Vit >

= Co/1EX:, 1Xix



Exercise 2 - Question 2

Assume 0 < x 6= x 0 < 1, find the asymptotic distribution of F̂ (x) and F̂ (x 0)
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Cov = EL1EX:1EX3] - ELAX: 3]EL1EXi3]

:= k =[ = [1it minda

Cou = EL1EXimenE,3] - E()Ebi)

~ BERNOULLI

Cov = /X: < menEx
,
x3) - Eb)Ebi)

= /mimEx
,
x3) - f(x)()



Exercise 2 - Question 3

Consider the hypothesis H0 : F (x) = G(x) and define the following statistic:

KS = sup
x2[0,1]

p
n|F̂ (x)� G(x)|

Show that under the null, the KS statistic can be rewritten as:

KS = sup
x2[0,1]

p
n

�����
1

n

nX

i=1

�
{F (xi)  x}� x

�
�����
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I CALL THIS Y AND PROOF

Is COMPLETE
.

DEFINE y := Ek)
KOLMOGOROU'S AXIOM OF PROB

WE KNOW ye [0
,
1]

.
Since Eri strictly increasing and continuous

IF".I ,
THEN

/[xi-Eey1(x -(3 -

y()

=0 .
1]Vm/ElilEl-Yyll3-y3 =rnily-y



Exercise 2 - Question 4

Consider the hypothesis H0 : F (x) = G(x) and show that the KS statistic
does not depend on the underlying distribution F (·).
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W NOW CALL Y : = E(x)

what is its cof ?

* (y) = /Y =y) = Bk=y) = /X=yl) = Elf+ (y)) = y

E(y) = y = CDF Of Uniform OVER UNIT INTERVAL [0
.
1]

· fy(y) = 1 2. ............ E(y) = y

o i :
. - ...... :

8 1 8 1

WE DON'T CARE ABOUT EL.)
,

BY CHANCE OF VARIABLE ALWAYS UNIFORM



Exercise 2 - Question 5

Discuss how you can modify the KS statistic to test FOSD.
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Ho : 6/ . / Ford Ef . 1
. 2 OBSERVATIONS

mini interested inte area between the curves

x

Gr. ! If Ho El . 1 E61. ) We Interested In Oriented

111111 DEVIATIONS : WE NEED TO REMOVE ABSOLUTE~ Fl . )

VALUE

: t = /Un/Erl-dide If to then Evidence
O TO REJECT Ho

= = !m / E(x) =G(x))15() - G(x) 03dx


